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5.2 AN/UYK-30 Evaluation

The evaluation of the AN/UYK-30 as a suitable candidate
for the high-speed uP module was performed in accordance with the
following sub-tasks:

1. Benchmark program performance.

2. Electrical interface with ONR microbus (uBus) and
associated macromodules.

3. Packaging compatibility with ONR macromodules.

Sd.1 Benchmark Program Performance

As in the Phase 111 study for the AN/UYK-20 and PDP-11/34
computers, the Angle Track Error program module (SP-16) was used as
the benchmark program to assess the AN/UYK-30 performance for mis-
sile steering command generation (SCG). Support software for
coding the program on the AN/UYK-30 was limited to a symbolic
assembler.

The AN/UYK-30 assembler, resident on a floppy-disc, wvas
obtained from the Naval Avionics Facility, Indiannapolis (NAFI), to-
gether with supporting documentation (Ref. R-13). An in-house
Intel Microprocessor Development System (MDS) was used to generate
AN/UYK-30 object code from the benchmark program written in
AN/UYK-30 assembly language.




By comparison the PDP-11/34 has one clear advantage with
its assembly language, namely the "PC addressing mode®” which cre-
ates multiword instructions with indirect addresses provided by the
assembler. On the AN/UYK-30, the programmer must create indirect
words as constants and keep track of them when coding. For com-
piler use, naturally this feature is transparent to the programmer,
and loses its advantage.

The benchmark was coded twice: once using software float-
ing-point arithmetic and again using fixed-point calculations.

Software Floating-Point Arithmetic - To perform float-
ing-point calculations on the AN/UYK-30, a number of software float-
ing-point routines were written, Formats were designed to be iden-
tical to PDP-11/34 floating-point arithmetic with subroutine calls
substituted for the non-existent floating-point instructions. A
comparison of execution times is shown in Table 5.3. 1In addition
to being more than ten times slower, the lack of special floating
point registers required extra instructions to load normal regis-
ters for inputs to the floating-point subroutines. The penalty is
approximately fifty percent more storage required for AN/UYK-30
floating point calculations.
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TABLE 5.3
COMPARISON OF *EXECUTION TIMES OF AN/UYK-30,
PDP-11/34 AND AN/UYK-20.

Processor Execution Time (usec)
AN/UYK-30 (160 ns. memory cycle) 2250
(660 ns. memory clcle) 2956
PDP-11/34 (assembler) 379
AN/UYK-20 (assembler) 460

NOTES :

* Execution time of program SP14, using a "typical pass" in
vhich there was no jamming, and target detection in one Doppler
Cell.




TABLE 5.4
FLOATING-POINT COMPARISON OF AN/UYK-30 VS, PDP-11/34.

EXECUTION TIMES (ysec)

Floating-Point AN/UYK-30 PDP-11/34
Instruction Software Hardware

Memory: 160 nsec 660 nsec

Load and Convert 79.25 103 5.53
Integer to
Floating-Point

Addition 152.75 209 9.87
Multiply 135.5 182.25 7.87
Divide 171.75 212.25 13.7
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Fixed-Point Arithmetic - The results shown in the
previous paragraph show the AN/UYK-30, using software floating-
point calculations, to be approximately six times slower than
the PDP-11/34 when executing a typical program section. To
avoid unfairly penalizing the AN/UYK-30 for its lack of floating-
point hardware, the "typical program section® was recoded using
software fixed- point calculations and the results are listed
in Attachments Tables 5.6 and 5.7. The "typical program section”
execution time was roughly halved, using fixed-point making
the AN/UYK-30 about three times slower than the PDP-11/34.

Fixed-point arithmetic was performed using a fixed 16-bit
integer and 16-bit fraction, corresponding to the 32-bit precision
used in the floating-point calculations.

In {ts favor, the AN/UYK-30 has three double-precision in-
structions which were useful in both the fixed-point and floating-
point routines viz:

a. Double precision ADD
b. Shift left double
c. Shift right duble

Table 5.5 gives the sizes of the “"typical program sec-
tion" when coded for PDP-11/34 and the AN/UYK-30.




TABLE 5.5

PROGRAM *SIZE OF “TYPICAL PROGRAM SECTION"

Processor

16-bit words

PDP-11/34 (assembler)

AN/UYK-30 (assembler with floating-point)

AN/UYK-30 (assembler with fixed-point)

NOTE

175

276

265

* Sizes do not include the software arithmetic routines.
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I TABLE 5.6
- COMPARISON OF *BENCH-MARK EXECUTION TIMES OF AN/UYK-30
i (FIXED-POINT AND FLOATING-POINT), PDP-11/34 AND AN/UYK-20.

Processor Execution Time (usecs)

AN/UYK-30 (using software
fixed-point calculations)

160 nsec memory cycle: 1145
660 nsec memory cycle: 1324

AN/UYK-30 (using software

floating-point calculations)

160 nsec memory cycle: 2250
660 nsec memory cycle: 2956

PDP-11/34 (with hardware
floating-point) 379

AN/UYK-20 (with hardware
floating-point) 460

NOTES
* Execution time of program SP14, using a "typical pass" in

vhich there was no jamming, and with target detection in one
Doppler Cell.
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TABLE 5.7
ARITHMETIC COMPARISON OF AN/UYK-30 VS. PDP-11/34,
WITH AN/UYK-30 FIXED-POINT VS. FLOATING-POINT.

INSTRUCTION] EXECUTION TIMEZ(usecs)
AN/UYK-30 AN/UYK-30
Floating-Point Fixed-Point PDP-11/34
Software Software Hardwvare
Add 153(209) 2.25(2.75)3 9.87
Multiply 136 (182) 67(79) 7.87
Divide 172(212) 114(130) 13.7
NOTES *

1) All instruction times are for 32-bit precision calculations.

2) AN/UYK-30 instruction times are given for two different memory

speeds, fast 160 nsec cycle time, and slov 660 nsec cycle

time. The execution times using the slower memory are given

in parentheses.

3) The fixed-point 32-bit precision ADD is simply an AN/UYK-

30 double-precision addition instruction, DADD.
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5.,2.2 Electrical Interface with MBus

The second aspect of the AN/UYK-30's suitability for adop-
tion as a high-speed central processing unit in the macro-modular
micro computer family lies in the electrical interface of the CPU
with the ONR MBus. Figure 5.3 shows the AN/UYK-30 interface lines
and Figure 5.4 shows the ONR MBus interface requirements. The
chief difference between the two is in the line of partitioning cho-
sen between the simple semiconductor memory interface, which has to
be met in any event, and the memory - synchronizing timing and con-
trol circuits. Figure 5.5 illustrates the latter point.

The following paragraphs take into consideration both the
software and hardware implications of incorporating the AN/UYK-30
CPU within the macro-modular micro computer family.
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Figure 5.3 - AN/UYK-30 CPU Interface
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DMA OPERATIONS - The AN/UYK-30 contains a single channel direct
memory-access (DMA) capability. The word count and address regis-
ters are contained within the unit. These registers are loaded and
controlled by the BLOC instruction. The BLOC instruction specifies
the location of a two-word semaphor specifying the block length and
wvord count to be used in the transfer. Upon completion of this in-
struction, a Block Start pulse is sent to the external device. The
external device, when ready, raises the BLOCK IN/OUT request line.
After the CPU acknowledges via a BLOCK IN/OUT ACK, the CPU places
the memory address on the address bus and the external device

places/receives data from the data bus under control of the MEMR,
MEMW signals. The difficulties here are: ]

CPU controls address lines.

Only one DMA channel {s provided.

End of Data Interrupts are internal to the CPU.
BLOC instruction operation assumes unique
dedicated DMA logic.

CPU maintains word count register.

No DMA status monitoring is provided.

Q 9 O 9

In order to mate the AN/UYK-30 to the "Bus, the DMA por-
tion of the AN/UYK-30 associated with Word Count, Memory Address
Register, and BLOCK IN/OUT interrupts must be deleted. The DMA
initiate command BLOC must also be removed.

All of this logic is contained in the ONR DMAIO module.
Two DMA channels are required for the application, and all of the
normal DMA functions of load WC, MAR, etc., will be contained in

these modules.




E
S

The loading, DMA starting, DMA status monitoring are then
accomplished by using direct memory operations of the form STA,
AAA; LDA, AAA - vhere AAA is the address of the DMAIC register.

The DMA start command, which is normally a result of the BLOC in-
struction, can be generated by a direct memory write to the DMA
start/stop register.

A DMA control signal multiplexer is required to translate
the DMAIO module lines of MEM REQ/ACK and direction to the AN/UYK-
30 lines of BLOCK IN REQ, BLOCK OUT REQ, BLOCK IN ACK, BLOCK OUT
ACK. This assumes, of course, that after the deletion of the DMA
logic cited above, the external controls remain unaltered. 1In
order to ensure that the external DMAs have bus control, a DMA
CYCLE signal must be generated to inhibit the AN/UYK-30 address and
memory control lines. This requirement poses no difficulty for
BLOCK IN requests but it does for BLOCK OUT requests. The differ-
ence here is for BLOCK IN, the external DMAIO module knows when to
put the memory address on the bus via the BLOCK IN ACK. However,
in the BLOCK QUT case, the ACK comes out after the fact, and the
DMAIO module does not know when to place the Memory Address on the

bus. (See timing diagrams, Figures 5.6 & 5.7)

Only one desirable alternative is possible. The line
indicating the beginning of a BLOCK OUT cycle, or a DMA CYCLE
begin, must be brought out from the AN/UYK-30. This line should
go active either at or slightly before MEMR. This will allow
the DMAIO module sufficient time to place the address of the
desired memory cell on the bus,

Another solution would be for the DMAIO to route the ad-

dress of the memory request through the AN/UYK-30. This approach
is undesirable and foreign to the building block technique.
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Logic on the absence of a "New Instruction® pulse after
a MEMR could be done to deduce the current MEMR is scheduled for
the DMA and not the CPU. This would be cumbersome and moderately
complex. The most straight-forward solution is to just bring out
the DMA begin cycle strobe.

Instruction Set Utilization - The instruction set peculiar to the
CPU operations such as ADD, SUB, INDEX REGISTER manipulations,
etc., are adaptable without modifications. Nearly all of the 1/0
instructions together with the interrupt handling instructions will
either not be used or modified. The "not used" means the functions
are to be retained; the difference in implementation is substan-
tially different.

Input/Output instructions - All of the I/0 instructions have 1/0
device address fields encoded in the instruction. The 1/0 devices
typically decode this specific field to determine the action
required. The Macro Module approach treats all 1/0 identically as
memory negating the need for any special I/0 fields in the instruc-
tion word. An 1/0 device is assigned a bank or series of address
that it is responsive to. These addresses are specific memory
addresses. When the programmer desires to execute a parallel
input, for example, an LDA, AAA {s used. Since all 1/0, including
memory, i8 on the same “Bus, it appears to the programmer that the
data came from memory. This approach negates the need for a spe-
cial class of 1/0 instructions.
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INPUT/OUTPUT INSTRUCTION DISPOSITION

Instruction

POUT, PIN These instructions may be
conveniently replaced by direct
memory writes to the appropriate
PDIO module.

SIN, SOUT The serial I/0 unit, together
with the SIN, SOUT instructions,
are to be replaced by the SDIO
module. The activation and con-
trol of the SDIO unit is
controlled by direct memory reads
and writes.

SKIP I/0 Not Ready This function is implemented by
executing a direct memory read
from the addressed device. The
execution of a Branch A ¥ 0 will
cause the proper skip.

RLOC This instruction i to be deleted.

Interrupt Structure - The AN/UYK-30 provides both internal and ex-
ternal interrupts. The internal ones include Halt, Power Fail, BLK
OUT, and BLK IN, There are four external interrupts supplied to
the user. The BLK OUT/IN interrupts are generated by the internal
DMA. Since external DMAIO will be used, it will be necessary to
delete these interrupts from the priority tree. The rationale here
is that multiple DMA units are to be implemented, and external pri-
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ority logic will be used to control the various End of Data process-
ing conditions. The DMAIO module supplies only one EOB and assumes
that normal program housekeeping can determine the transfer direc-
tion.

The Interrupt mask function can be accomplished by
utilizing a register in the PDIO module. The mask may be loaded by
a direct memory write. This register may also be used to perform
the Arm/Disarm, Enable/Disable interrupt functions. This operating
mode allows for interrupt pending operations to be performed.

Since the number of interrupts exceeds the machine capac-
ity, interrupt vectoring will be required. This may easily be done
by using a PDIO module where the interrupt status can be readily
determined. The AN/UYK-30 normally acknowledges an interrupt by
generating the Interrupt Acknovliedge signal with the current inter-
rupt being processed encoded in data bits 14 and 15. This is ade-
quate for non-expanded interrupts; however, the resetting of the
vector needs to be done. The IOCP instruction may be used to reset
each individual interrupt bit.

Memory Timing - The basic memory timing diagram is shown in Figure
5.8. The CPU places the address of the memory all on line gated
with a MEMR or MEMW command. Memories and devices faster than 500
ns do not need logic on the device busy line. Since this will be
the case for most memories used, no logic is necessary. For the un-
usual case of slov memories, the Memory Interface module will con-
tain a counter delay register. This delay will be used to maintain
a "not ready"™ status to the CPU for the duration of the memory
cycle. The case of a slower memory used in conjunction with a fast
Macro Module presents difficulties in delaying the cycle. The prob-
lem here is that although a delay for data to or from memory

5-22




0 ’ ' i L]

X
ADDRESS BUS l‘mnu:nC\ ADDRSSY STORA GE ADDRESS IN{TRLCTION ADTRESS
[ USE 3Y MEMORY) RN SN IR
STUR walAD AT AL
INSTRLCYSCON DATA 1O o $T0ORID INSTRLCYON
PAIALLEL DATA &S AN N L§>?<;_\j\ : ‘:3 ' -

MEMORY SUFFER n
RE GISTER STRCBE :

s =
AE MR g, TN I S

USY —].___]
PROCESSOR READY _-_j_____j

NEW INSTRUCTIONS a0
MEMW* 1 [
ME MW L e ——

moassaeclocx U U U U U U U U U UU T uUuU

MACIO MaETCTION | MACIO mstiuctiON DATA $TORAGE
}’— PICH CYCUL 1= DICODING cveu

Figure 5.8 - Timing Diagram for Store Indexed Instruction

is required, data to or from the module requires no delay or a dif-
ferent delay. The problem is resolved by incorporating a "device
not busy signal bus” in all Macro Modules.

Now, when a MEMR/W {s generated to the slower memory, the
memory delay counter is activated. However, when a MEMR/W is
directed to a fast Macro Module, the delay is terminated by the

faster device.

In the ONR “Bus, the memory access lines are Address,

Data, Read/Write. Generally, in a dedicated system, the data read
is an open-ended read. Data is assumed valid for sampling after
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some arbitrary clock time. Data and address ripples through the
system until the "next®™ clock cycle. This approach works well for
a singie dedicated system. However, in a quasi general applica-
tions sense, memory operations should be independent of CPU clocks
and hand shaking logic should be used. This is exactly the ap-
proach used by the AN/UYK-30. The use of the direct lines of
MEMR/W allow external devices to be designed independent of CPU
timing constraints and considerations.

Miscellaneous Signals - Since the thrust of this analysis has pri-
marily been to determine final form operating conditions, some of
the ancillary functions have been deferred. These include control
panel control, power contingencies, halting and clock control.
These signals are unique to each particular CPU and as such have no
system module counterparts.

Conclusions - The modifications required for the AN/UYK-30 neces-
sary for imclusion into ONR Macro Modules are moderate. The funda-
mental CPU is retained while the I/0 undergoes modification.

There is insufficient data to measure the full impact of
the partitioning that has been recommended. Although superficially

it appears minor, only detailed analysis can truly measure its full
impact.

The details not withstanding the AN/UYK-30 appears to be
an excellent candidate for inclusion into the macro-modular micro
computer family.




Navy SAM/SEM Macro-Module Packaging

To utilize the AN/UYK-30 CPU as a high-speed 16-bit micro-
processor module in the macro-modular micro computer family re-
quires that the integrated-circuits (ICs) currently packaged on six
Navy SEM-2A modules be consolidated in one Navy standard avionics
module (SAM) or standard electronics module (SEM), using alternate
low~power device technology and very large scale integration (VLSI)
packaging techniques. Table 5.8 gives the IC counts and power dis-
sipation of the existing AN/UYK-30 modules using Schottky-bipolar
device technology. By comparison complimentary metal-oxide semi-
conductor, silicon-on-sapphire (CMOS-SOS) circuit implementation
would achieve between 1/4 to 1/5 the power disinflation.

Reducing the total dissipation of the CPU to between 3.5
to 4.5 watts. This lower power dissipation would enable the whole
CPU to be concentrated on one SAM or SEM-2A module using current
1000-gate array CMOS-SOS devices and hybrid packaging techniques.
The configuration of the AN/UYK-30 CPU in macro-module form is
shown in Figure 5.9.




Module Name

TABLE 5.8
AN/UYK-30 CPU PACKAGING REQUIREMENTS

Total
No. of I.Cs

Total Power
Disinflation (Watts)

8-Bit RALU
Slice

Timing and
Control

Microprogram
Memory

Counter
Decoder

System and

Interrupt
Control

Totals:
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Figure 5.9 - AN/UYK-30 CPU as a Single SEM-2A Macro-Module i

The two 8-bit slice RALUs are contained in one 2 in. x
1 in. hybrid LSI package, and the remaining microprogram memory and
associated timing and control circuits are packaged in a second 2

in. x 1 in. hybrid. This approach is similar to that proposed in
the Phase III Report (Ref. R-4).
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: The proposed Navy standard avionics module (SAM) Figure
5.10 is larger than the SEM-2A but is still limited to 30-36
integrated circuits, therefore, hybrid packaging of the CPU cir-
cuits is still required to achieve a single module configuration.
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Figure 5.10 - Conceptual Design of Navy Standard
Avionics Module
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6. LOW-COST SERIAL DIGITAL INPUT-OUTPUT MODULE
(SDI0)

Serial digital communication between microcomputers in
distributed microcomputer systems can be costly in terms of the in-
terface hardware required to drive conventional electrical busses.
Nevertheless, the simplicity, reliability and lightweight attri-
butes of a redundant single-wire interface remain attractive fea-
tures for missiles. Furthermore, the use of the military standard
serial digital multiplex interface (MIL-STD-1553A) provides
compatibility with the aircraft avionics and associated ground sup-
port equipment.

To overcome the drawbacks of conventional electrical in-
terface hardware, the use of fiber-optic data links was explored.
It was found that presently available fiber-optic products, while
influencing the form of communication network, (2.g. party-line,
star, round-robin), offered significant size, weight, power and
cost reductions compared to the electrical counterparts.

This task of the study was broken into the following
three sub-tasks:

1) Review of available electrical interface circuits.

2) Review of available fiber-optic interface components.
3) Practical fiber-optic communication system.

6.1 Available Electrical Interface Circuits

Investigations showed that available electrical interface
circuits vere originally developed by several manufacturers for the
Air Porce B-1 strategic bomber program., To satisfy the conversion
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from parallel to serial digital data and vice versa, the SDIO mod-
ule is typically divided into three main sections (Figure 6.1).
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Figure 6.1 - Electrical Interface Circuits

E.1.1 Serial Digital Bus Interface

Since the MIL-STD-1553A specification (Reference R-14)
calls for transformer coupling and fault isolation to a shielded-
twisted-pair bus or stub for the serial-digital interface between
subsystems, this interface is offered as an entity by some manufac-
turers (References R-15). Figure 6.2 illustrates one such avail-
able interface product. The power dissipation of the latter
devices is relatively high, and contributes 99.5% of the total
power dissipation of the entire SDIO module. Physically, these cir-
cuits are large, (Figure 6.3), which in turn conflicts with the
size, weight and power limitations of small missile applications.
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